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1. Introduction 

ueueing theory is mathematical model of explaining 

waiting queue. In simple terms, it is the study of 

queues, or waiting lines. In general, a queueing system exists 

whenever "customers" want "service" from a facility; both 

the customers’ arrival and the times for providing service are 

supposed to be random. New customers will often wait in 

queue for the next server that becomes available if all of the 

‘servers' are already full when they arrive. Queuing theory 

has many examples that include the queues at ticket booths, 

theatres, bank tellers, train booking offices, check stands at 

supermarkets, and clinics and doctor's offices [1-6].  

One of discipline of serving customers is by priority 

scheduling. Wherein customers are labelled and served 

according to the priority scheme: high-priority tasks preempt 

low-priority tasks in the queue. Preemptive priority which 

allows service interruption and non-preemptive priority 

which bans service interruption. Numerous applications use 

priority queueing [7-9]. In terms of queueing, performance 

measures are frequently utilized. A significant portion of 

queueing theory is devoted to the analysis of priority queues 

[10-18]. For this, performance metrics of priority system are 

measured.  

2. Related Work 

The study of single class discrete time queueing systems has 

produced a large body of literature. The focus of Rubin and 

Tsai's [12] work on discrete-time non-preemptive queues is 

on the mean waiting time for a discrete-time queue fed by an 

i.i.d. arrival mechanism. The early research on discrete-time 

multiserver queues with single arrivals  

was done by the authors of [13], who also discussed the 

GI/Geom/m queue with EAS. Chaudhry [14] did a thorough 

analysis of a multiserver discrete-time queue with batch 

arrivals for the early arrival system.  EAS was used to 

address the GIX/Geom/m queue, and linkages between state 

probabilities at various epochs were created. chan [19] was 

first to use EAS technique applied on single server.  Gupta 

et al. [14] used the supplementary variable technique and 

difference equation approach to establish the steady-state 

queue-length distribution at pre-arrival and arbitrary epochs 

for a discrete time GIX/GeoY/1 queue with an early arrival 

system (EAS). [15-16] have conducted a thorough 

investigation of the non-preemptive queues. Additionally 

taken into account by the authors were multi-server non-

preemptive priority systems with Markovian arrival process.  

Numerous studies on analyzing the system performance of 

priority multiserver queues have been conducted during the 

last ten years. [Pandey 17] has given a performance analysis 

of a discrete-time non-preemptive priority queue. Unlike the 

system and methods that are accessible and are described in 

the literature. We proposed performance analysis of discrete 

time non-preemptive priority queueing system by using 

early arrival techniques [EAS]. 

The paper is organized as follows: Section II defines 

methodology that describes the proposed system model, 

EAS, discrete-time Markov chain and then analytical 

equations of the system are discussed. Results from the 

simulation are presented in Section III. A conclusion is 

provided in Section IV. 
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3. Methodology 

In this research a discrete time non preemptive priority 

queueing model is developed having many servers and 

queues and then Markov chain of model is built by using 

technique of early arrival (EAS). By applying this technique, 

state transitions and probabilities of system are obtained. By 

solving, we get analytical equations of system and 

performance metrics are calculated by using these equations 

in MATLAB programs and simulation graphs are obtained.   

In order to validate results, Simulink software is utilized. We 

start from first describing model, EAS technique then 

developing system model, Markov chain, analytical 

equations, and results and in last validation of results.      

3.1 Model Description 

The discrete time non-preemptive priority queueing model 

is developed that is based on the aforementioned premises: 

1. We considered a discrete-time queuing system where 

the time axis has been divided into fixed-length 

continuous periods called slots. 

2. A geometric process with the arrival rate (𝛼) parameter 

governs how customers enter the system. The likelihood 

that customers may join the system before a slot is 

available is taken into account. 

3. The system contains C servers.  

4. The system is S in size. 

5. A geometric distribution with parameter (𝛽) describes 

how long it takes for customers to be served. 

6. Customers are served non-preemptively.  

7. Only at a slot border may a consumer get service. 

3.2 Early Arrival Technique (EAS) 

In the modelling of systems in which the packets 

(information) must be transferred in the exact same slot in 

which it has arrived, discrete-time queues with EAS strategy 

are more important.  In early arrival system, every arriving 

customer may start using the system in the slot where it 

arrives if the server is not already busy; in that situation, it 

awaits and queues in buffer, lengthening the line with each 

additional customer until the system is completely filled. 

When a new client arrives and the system is already full, 

even with just one customer in the server, entry will not be 

permitted. Only the s-1 state of the system is available to any 

new customers. When a client is served and no more 

customers are scheduled to come during that period, the 

queue's length shortens. If there is no arrival or departure 

from the system, or if there is just one arrival or departure 

within the busy state of the system (excluding idle and 

blocking state), the status of the system remains unchanged. 

When a system is in an idle state, nothing arrives and it is 

completely empty. When the system is in a blocking 

condition, no arrival is permitted to enter until the service is 

taken. 

3.3 Proposed system model 

In this research, a discrete time geometric non preemptive 

priority queuing model is developed that has two servers S1 

and S2, along with two queues, Q1 and Q2 as shown in 

figure 1.   

The system under discussion comprises two different kinds 

of arrivals (𝛼1 & 𝛼2). S is the system's capacity. To serve 

the arrivals in queues, there are two different servers in the 

system. According to non-preemptive priority given to each 

work, 𝛽1  serves the arrivals of both lines, while 2  does the 

same.  Any sort of consumer arriving according to non-

preemptive priority can be served by any server. Taking into 

account that customer 𝛼1 is a high priority and customer 𝛼2 

is a low priority. The number of servers affects the system's 

performance. 

 

Figure.1. Non preemptive priority queuing model 

3.3.1 Markov chain of proposed system 

It is a mathematical process that switches from one state to 

another. System states, transitions and behavior of customers 

entering and leaving is determined by this.  

The system's state transitions and probabilities are shown in 

Figure 2. There are two servers and two queues in the 

system. Two variables (i, j) are used to denote each state, 

with i standing for Q1 and j for Q2 (two queues). The system 

state (0, 0) denotes that there are no customers waiting to be 

served and that both queues are empty. After a client enters 

the system in Q1, the state changes from (0,0) to (1,0) as 

indicated by an arrow, and after the consumer receives 

service, the state decreases as indicated by a backward 

arrow. Similar to this, the system state changed from 0,0 to 

0,1 when the client arrived in Q2, and it then declined as the 

consumer received assistance. Both queues are fully 

occupied and blocked in the state (S,S). 

 

Figure.2. Markov chain of non-pre-emptive priority system 

3.3.2 Analytical Equations of System 

For Analytical equations, divide above Markov chain into 

three conditions, idle, busy and blocking.   

State having no arrival and departure is idle state (0,0). 

Deriving equations from all incoming and outgoing 

probabilities from idle state as shown in figure 3.  We got 

following equations.  
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For state (0,0).  

(𝛽1+𝛽2)𝜋1,0 +(𝛽1+𝛽2)𝜋0,1 + (1 − α1)𝜋0,0+(1 −

 α2)𝜋0,0=(1 − α1)𝜋0,0 + (1 − α2)𝜋0,0+ (α
1
) 𝜋1,0+ (α

2
) 𝜋0,1                     

(1) 

 

        Figure.3. Idle state 

Similarly, for busy States as shown in figure 4 

 

       Figure.4. Busy states 

 For State (0,1) 

(α
2

)𝜋0,0+(α
2
’ 𝛽1+α2′𝛽2) 𝜋0,2 + (α

1
’ 𝛽1+α1′𝛽2) 𝜋1,1 +

(α
2
(𝛽1+𝛽2)+α2’(𝛽1′+𝛽2′)) 𝜋0,1= (α

2
(𝛽1+𝛽2)+ α2’(𝛽1′+𝛽2′)) 

𝜋0,1+𝛽1+𝛽2(𝜋0,0)+(α
1
 𝛽1′+α1𝛽2′) 𝜋1,1+ (α

2
𝛽1′+α2𝛽2′) 𝜋0,2                                          

(2) 

Similarly State (0,s) 

𝛽2′𝜋0,𝑠+α2(𝛽1′+𝛽2′) 𝜋0,𝑠−1 + (α1′𝛽1+α1′𝛽2) 𝜋1,𝑠= 

𝛽2′𝜋0,𝑠+α2’𝛽1+α2′𝛽2) 𝜋0,𝑠−1 + α1(𝛽1′+𝛽2′) 𝜋1,𝑠                                            

(3)   

State (s,s) 

(𝛽1
′ + 𝛽2′)𝜋s,𝑠 + (α

2
𝛽1′+α2𝛽1′) 𝜋s,𝑠−1 + (α

1
𝛽1′+α1𝛽2′) 

𝜋s−1,𝑠 = (𝛽1
′ + 𝛽2′)𝜋s,𝑠+α1′𝛽1+α1′𝛽2) 𝜋𝑠−1,𝑠 +

α2’𝛽1+α2′𝛽2) 𝜋s,𝑠−1                                                               (4) 

Similarly, for blocking State as shown in figure 5 

 

             Figure.5. Blocking state 

State (s,s) 

(β1
′ + β2′)πs,𝑠 + (α

2
β1′+α2β1′)πs,𝑠−1 + (α

1
β1′+α1β2′) 

πs−1,𝑠 = (β1
′ + β2′)πs,𝑠+α1′β1+α1′β2)π𝑠−1,𝑠 +

α2’β1+α2′β2) πs,𝑠−1                                                            (5) 

4. Results and Discussion 

Measurements of queue length, waiting time, server 

utilization, and other metrics are used to evaluate system 

performance. These measurements are computed using 

MATLAB simulations. Where using formulas derived from 

of the analytical equations discussed in this study programs 

are created. They are then appropriately examined, and 

simulation outcomes are discovered. In our work, we 

employed a variety of alpha and beta values for the analysis. 

Alpha represents the average number of arrivals per unit of 

wait time, whereas beta represents the system's average 

service rate. As a consequence, given the specified values of 

alpha and beta, we have obtained various outcomes for 

system. Simulation graphs provide system performance 

metrics and for validation we use MATLAB Simulink where 

same model is created and analyzed for same value of alpha 

and beta values.  

4.1 MATLAB Simulation  

We got these below performance graphs by writing 

programs in MATLAB using above analytical equations 

discussed in section 3.3.2.  In graphs we have taken x-axis 

and y-axis where x-axis denotes alpha values starting from 

0.1 to 0.9 and y–axis can be metric (queue length, server 

utilization and waiting time (delay time) and on three beta 

values 0.6, 0.7 and 0.8 values system is analyzed. Figure 6 

represents average number of customers (Queue length), 

figure 7 represents average number of customers in system 

(system length) ,figure 8 represents waiting time in queue 

(queue delay time) , figure 9 represents waiting time in 

system (system delay time) and figure 10 represents  server 

utilization. 
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Figure.6. Average number of customers in queue (queue 

length) 

 

Figure. 7. Average number of customers in system (system 

length) 

 

Figure. 8. Waiting time in queue (queue delay time) 

 

 

 

Figure. 9. Waiting time in system (system delay time) 

 

Figure. 10. Server utilization 

4.2 Validation   

The ultimate goal of process validation is to show, with a 

high degree of certainty, that the process can generate goods 

that can be made consistently while satisfying preset 

standards within given constraints.  

We use MATLAB Simulink to validate our non-preemptive 

priority model. We use same arrival and service rates, non-

preemptive queues, servers and have got same response by 

analyzing system.      

 

Figure. 11. Simulink model 

 

11



TAYYABA et.al: COOPERATIVE DISCRETE TIME SLOT ANALYSIS OF A NON PREEMPTIVE 
….    

Copyright ©2023 ESTIRJ-VOL.7, NO.2 (8-12) 

 

Figure. 12. Simulink graph 

5. Conclusion 

In this paper, a queuing system with non-preemptive priority 

scheduling was the subject of our analysis. Performance 

measures i.e. queue length, delay time, server utilization are 

calculated and analyzed on three different values and same 

parameters are analyzed on Simulink software. This analyses 

of system gives overall performance of system. 

References 

[1]  Gans N. Telephone Call Centers: A Tutorial and Literature 

Review; 2003. Manufacturing and Service Operations 

Management.;5. 

[2] De Lange R, Samoilovich I, Van Der Rhee B. Virtual queuing 

at airport security lanes. European Journal of Operational 

Research. 2013 Feb 16;225(1):153-65. 

[3] Bedewy, Ahmed M., Yin Sun, and Ness B. Shroff. "Minimizing 

the age of information through queues." IEEE Transactions on 

Information Theory 65.8 (2019): 5215-5232. 

 [4] Stallings W. Operating systems internals and design principles. 

Prentice-Hall, Inc.; 1998 Jan 1. 

[5] Takagi, H. 1993. Queueing Analysis—A Foundation of 

Performance Evaluation: Vol. 3, Discrete-Time Systems. 

North Holland, Amsterdam, The Netherlands. 

[6] Chaudhry, M. L., U. C. Gupta, J.G.C. Templeton. 1996. On the 

discrete-time GI/Geom/1 queue. Operations Research Letters 

18 247–255. 

[7]  Brandwajn A, Begin T. Multi-server preemptive priority queue 

with general arrivals and service times. Performance 

Evaluation. 2017 Oct 1;115:150-64. 

[8]   Jouini O, Roubos A. On multiple priority multi-server queues 

with impatience. Journal of the Operational Research Society. 

2014 May 1;65(5):616-32. 

[9]   Sleptchenko AV. Multi-class, multi-server queues with non-

preemptive priorities. Eurandom; 2003. 

 [10]  Kao, E.P.C., and S.D. Wilson. Analysis of nonpreemptive 

priority queues with multiple serversand two priority classes. 

European Journal of Operational Research. 118, 181-193, 

1999 

[11]  Lin D, Patrick J, Labeau F. Estimating the waiting time of 

multi-priority emergency patients with downstream blocking. 

Health care management science. 2014 Mar;17:88-99. 

[12] Chaudhry, M. L., U. C. Gupta. 1998b. Performance analysis 

of discrete-time finite-buffer batch-arrival GIX/Geom/1/N 

queues. Discrete Event Dynamic Systems 8 55–70. 

[13] Chaudhry, M. L., U. C. Gupta. 1996. Performance analysis of 

the discrete-time GI/Geom/1/N queue. Journal of Applied 

Probabil- ity 33 239–255.  

[14] Chaudhry, M. L., U. C. Gupta. 1997. Queue-length and 

waiting- time distributions of discrete-time GIX/Geom/1 

queueing systems with early and late arrivals. Queueing 

Systems 25 307–334. 

[15] Wagner, D. Analysis of mean values of a multi-server model 

with non-preemptive priorities and non-renewal input. 

Communications in Statistics - Stochastic Models. 13(1), 67-

84, 1997. 

[16] Wagner, D. Waiting time of a finite-capacity multi-server 

model with non-preemptive priorities. European Journal of 

Operational Research. 102, 227-241, 1997. 

[17] Pandey, Deepak C., and Arun K. Pal. "Delay analysis of a 

discrete-time non-preemptive priority queue with priority 

jumps." Applications and Applied Mathematics: An 

International Journal (AAM) 9.1 (2014): 1. 

[16] Bruneel, H. 1993. Performance of discrete-time queueing 

systems. Computers and Operations Research 20 303–320. 

[18] Brandwajn, Alexandre, and Thomas Begin. "Multi-server 

preemptive priority queue with general arrivals and service 

times." Performance Evaluation 115 (2017): 150-164. 

 [19] Chan, W. C., D. Y. Maa. 1978. The GI/Geom/N queue in 

discrete time. Information Systems and Operational Research 

16 232–252. 

[20] Gail, H.R., S.L.Hantler, B.A.Taylor. On preemptive 

Markovian queue with multiple servers andtwo priority 

classes. Mathematics Operations Research. 17, No.2, 365-391, 

1992 

About Authors 

Tayyaba received her B.E degree from Quaid-e-Awam 

University of Engineering science and Technology, 

larkana Sindh and is enrolled in M.E at Mehran 

University of Engineering and Technology, Jamshoro 

Sindh.  

Dr. Wajiha Shah received her B.E and M.E degree 

from Mehran University of Engineering and 

Technology, Jamshoro, Pakistan, and the PhD degree 

from Vienna University of Engineering and 

Technology, Vienna, Austria. 

Dr. Ayaz Ahmed Hoshu received his B.E and M.E 

degree from Mehran University of Engineering and 

Technology, Jamshoro, Pakistan, and the PhD degree 

from School of Engineering, RMIT University, 

Melbourne, Australia.  

Bushra received her B.E degree from Quaid-e-Awam 

University of Engineering science and Technology, 

Nawabshah Sindh.  

12


